
Apprenticeship Learning via Inverse Reinforcement Learning

· Key insight: Instead of learning the policy from the "expert", it learns a reward

function

· Preliminaries:

S: states, A: actions, T = 9Psal transition probability, U-to,1) discount factor,

1):initial-state distribution, R: SK A reward function (1. MDPIR (without a reward function)

&:Efeatures? S-> [0.1", R*(s) =W*.d(s), w*tR"true reward function

#: policy SI DA, Esorp[V(SolS = EEFoNRISH IT): ETEoNtw.d(s)(n) =w.rO(s+(π]
u(()

M(T): feature expectations, M(T11 : ET***(S+) (T) >1R* =W.((π)

Note, R is a linear combination of0

· Let i,, Me ETT, Ts be T, tTIe with Pr(T,) =X, Pr(TT) = 1- x. =M(TTs) =xM(,)+ (1
-x)M(π)

Generally, T,. . .. T1d> π, - convex combination EX:M(ti), (xi >0,2,xi =1)

·Ta: "expert"policy, can be viewed as optimal R= wxTd

· Estirator: MEFMITE), m trajectories 9s"scism, generated by expert

Me = tMorPIs

· Algorithm:
Goal: find i sit. (IMCM -MEllc *E

PETE
+

R(S+ITz) - Et*5+R(S+1(π))
=INM(5)-WIME) <lIn1k (1M(π) -Melz 11.9 = 9

Problem turns into finding a policy I that makes MIt) close to ME

Steps: (QP-based

1. Randomly pick i*, compute n':MCTY, Set i =1.

2. Compute +" = max min WTIME-MY), let will be the max

W://w/k11 jt90..(i-113
3. If t G, terminate

4. Compute the optimal policy it"" Using R = (w)
T

o

5. Compute M' =MIT"
6.Set i=i+1, go to step 2

My comment, this is kinda a trial & error algorithm



Projection-based method: replace step 12) by
-
(i-1)

= nCi-L tIMliMnSMEM"-iilyset M

Set n' =ME-ili), +': lIME""In

·Theoretical results

Theorem 1: Let an MDPLA, features 0: S1 [0,17". and any
as be given. Then the apprentiveship

learning algorithm will terminate with tile after at most

n =0(malogical iterations.

Theorem 2: lower bound for m, (samples required).

m> rsplog

Proofs are skipped.


